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Abstract—Shared resources facilitate stealthy communication
channels, including side channels and covert channels, which
greatly endanger the information security, even in cloud envi-
ronments. As a commonly shared resource, DRAM memory also
serves as a source of stealthy channels. Existing solutions rely
on two common features of DRAM-based channels, i.e., high
cache miss and high bank locality, to detect the existence of such
channels. However, such solutions could be defeated.

In this paper, we point out the weakness of existing detec-
tion solutions by demonstrating a new advanced DRAM-based
channel, which utilizes the hardware Intel SGX to conceal cache
miss and bank locality. Further, we propose a novel neural
network based solution DRAMD to detect such advanced stealthy
channels. DRAMD uses hardware performance counters to track
not only cache miss events that are used by existing solutions,
but also counts of branches and instructions executed, as well as
branch misses. Then DRAMD utilizes neural networks to model
the access patterns of different applications and therefore detects
potential stealthy communication channels. Our evaluation shows
that DRAMD achieves up to 99% precision with 100% recall.
Furthermore, DRAMD introduces less than 5% performance
overheads and negligible impacts on legacy applications.

Index Terms—side channel, covert channel, SGX, neural net-
work, countermeasures, DRAM

I. INTRODUCTION

DRAM-based side channel and covert channel attacks re-
cently have attracted increasing attentions [1]. Since DRAM
is shared by multiple cores and processors, DRAM-based side
and covert channels can work across processors. Therefore,
comparing with recent popular cache-based side channel [2]
and covert channel [3] attacks, DRAM-based attacks pose
more severe threats [4]. Although many countermeasures have
been proposed to counter cache-based attacks [5]–[10], there
are only a few straightforward methods to detect DRAM
attacks [1], [4].

DRAM attack and detection. DRAM side and covert channel
attacks [1] can break the security guarantee posed on informa-
tion flow. Specifically, DRAM side channels can infer secret
information processed by a victim application by measuring
its DRAM usage patterns. DRAM covert channels enable
covert communications between two cooperating entities. To
measure the sender’s/victim’s DRAM usage, the attacker has
to flush the cache to evict the memory being measured.
Therefore, existing DRAM attack techniques in general have
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high cache misses. Moreover, DRAM attacks also have a high
bank locality. Attackers need to perform repeated access of a
few target DRAM banks, while regular programs will access
many banks due to Intel’s well-designed DRAM addressing
algorithm [11]. Therefore, some studies have proposed using
those two features to detect DRAM attacks [1], [4], [12].

Advanced DRAM attacks. However, existing detection so-
lutions relying on the cache miss and bank locality features
could be defeated, by concealing such features with certain
mechanisms. In this paper, we demonstrate an advanced
DRAM attack to defeat existing detection solutions by uti-
lizing Intel Software Guard eXtensions (SGX) to conceal
these two features. SGX is an x86 instruction set extension
used to securely and confidentially run programs in isolated
environments (i.e., enclaves) on systems potentially controlled
by adversaries. Hence, cache misses and memory access in
enclaves cannot be measured even by operating system (OS)
[13], rendering existing detection solutions ineffective. Further,
we also present another variant of attack, i.e., one-row DRAM
attack which accesses only one DRAM row, able to further
promote the success rate of the proposed SGX-based channel.

Challenges. To detect DRAM-based channels, especially the
advanced attacks presented in this paper, there are several
challenges that need to be addressed: (1) Detecting activities
inside SGX. The SGX enclave is an isolated environment
that cannot be accessed even by the OS. Therefore, providing
an approach that can detect malicious activities inside SGX
is challenging. (2) Detecting covert channels. Unlike side
channels in which senders are victims, senders in covert
channels are cooperative attackers, which do not cooperate
with the defenders. Therefore, developing an approach that can
detect both side and covert channel attacks without cooperation
from the sender is challenging as well. Few work have focused
on this issue. (3) Compatibility and universality. Since the
target hardware, OS and software vary widely, providing a
solution that can simultaneously protect both vulnerable legacy
systems and future systems is a formidable challenge.

Our solution. In this paper, we present a lightweight and
general software solution DRAMD to detect both traditional
DRAM-based channels and the advanced SGX-based DRAM
channels, including both side and covert channels. First, to
detect activities in SGX, we propose a novel neural network
based solution, which utilizes several hardware performance



counters to classify different applications behaviors including
stealthy channels. Although SGX shields its internal applica-
tions from these performance counters, it has to inter-operate
with the OS to accomplish tasks. For example, the SGX
application will be scheduled by the OS’s process scheduler.
Moreover, different applications (no matter inside or outside
SGX enclaves) present different performance counter patterns.
As a result, DRAMD is able to recognize SGX activities by
monitoring the OS’s performance counters. Second, DRAMD
uses the host machine’s hardware features for detection, with-
out requiring the cooperation of the senders/applications. So
it is able to detect both side and covert channels. Third,
we design DRAMD as a lightweight software-only extension
to the Linux kernel, which does not require new hardware
support or OS modifications and can be deployed immediately,
providing a good compatibility and universality.

In summary, this paper makes the following contributions.

• We point out the limitations of existing detection schemes
and demonstrate an advanced attack that can bypass them.
Specifically, our SGX-based attack does not have obvious
abnormal features and cannot be monitored, even by
OS kernel. The one-row DRAM attack variant further
improves the success rate of the attack.

• We propose the first neural network based solution that
can detect the internal behavior of SGX applications, and
analyze the root causes.

• We present the first software-only system DRAMD, able
to detect not only DRAM-based side channel attacks but
also DRAM-based covert channel attacks. It introduces
no changes to the hardware, OS or applications, and can
be implemented in modern systems with few efforts.

• We present the full prototype implementation and exten-
sive evaluation of the proposed approach. The evaluation
result shows our solution is very effective.

II. BACKGROUND

A. DRAM Organization

Modern DRAM is organized in a hierarchy of channels,
DIMMs, ranks, and banks. Banks contain the actual memory
arrays, which are organized into rows and columns.

The row buffer. Apart from the memory array, each bank
also features a row buffer between the DRAM cells and the
memory bus. From a high-level perspective, the row buffer
behaves similarly to a directly mapped cache and stores an
entire DRAM row. Requests to addresses in the currently
active row are served directly from this buffer. If a different
row needs to be accessed, then the currently active row is
first closed (with a pre-charge command), then the new row
is fetched (with a row-activate command) to the row buffer
and served, and then this row becomes active. We call such
an event a row conflict. Obviously, such a conflict leads to
significantly higher access time compared to requests to the
active row.

Side channel Covert channel
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Fig. 1. DRAM-based side and covert channel attacks.

B. DRAM-based Attacks

DRAM attacks exploit the physical architecture of modern
DRAMs, in which each bank has a shared row buffer, even in
multi-processor systems. While accesses to this buffer are fast,
accesses to other memory rows in DRAM are much slower.
This timing difference can be exploited to launch side and
covert channels between two host applications. Fig. 1 shows
an example of DRAM-based side and covert channel attacks.

DRAM side channel: As shown on the left side of Fig. 1,
the victim process behaves differently based on the secret
value. In order to leak the secret value (i.e., side channel),
attackers will try to guess whether the victim memory has been
accessed. To learn whether the victim process has accessed a
virtual address (v), the adversary allocates two memory blocks
(a) and (aa) that reside the same DRAM bank as (v). Further,
the adversary makes (a) maps to the same row as (v), while
(aa) does not. The adversary will perform a probing loop
as follows: it first accesses the memory (aa), then waits for
the victim action, and then measures the time of accessing
memory (a).

When the secret value is 1, the memory (v) will be accessed,
and the access time of (a) will be low since they share a same
row which has been fetched to the row buffer. When the secret
value is 0, the memory (v) will not be accessed during the
probing period, and the access time of (a) will be high. As a
result, the adversary could infer the secret of the victim.

DRAM covert channel: As shown on the right side of
Fig. 1, the sender and the receiver occupy different rows in
the same bank with the physical memory of (s) and (r). The
sender will cooperatively send the secret to the receiver. When
the secret to transmit is 1, it will access the memory (s),
causing the receiver’s time measurement high. Otherwise, it
will suspend accessing the memory, causing the receiver’s time
measurement low. In this way, the sender could reliably send
the secret to the receiver in a covert way.

C. Intel SGX

SGX is a new set of x86 instructions introduced in the
Skylake micro-architecture. SGX protects the execution of
user programs by putting them in so-called enclaves. Only
the application inside the enclave can access its own memory



region, and any other accesses to the enclave internal is
blocked by the CPU or by the encryption imposed on the
enclave data. Furthermore, not only the OS but also the
hardware (including performance counters) cannot access or
leak any information from the SGX enclaves1.

Since SGX enforces this policy in hardware, enclaves do not
need to rely on the security of the OS, the hardware, and even
the cloud administrator. By performing sensitive computations
(e.g., encryption) inside an enclave, one can effectively protect
the application from traditional threats (e.g., malware), even
if such malware has obtained kernel privileges. As a result,
SGX provides a trusted execution environment and becomes
widely adopted by cloud platforms, to provide stronger trust
guarantee for users.

However, SGX could also be abused by attackers, e.g., to
facilitate DRAM side and covert channel attacks, as shown in
this paper.

D. Modeling DRAM Stealthy Channels

In this subsection, we analyze the capacity of DRAM-based
channels via information theory, proving that DRAM attacks
must cause many cache misses.

1) Transmission Error Rate: Given a communication chan-
nel, the receiver may get a wrong value, i.e., different from
the value sent by the cooperative sender or unwilling victim,
due to communication noises.

In DRAM-based channels, there are also non-negligible
noises causing transmission error. Hence, we assume the error
rates in DRAM-base channels are ξ and µ when transmitting
0 and 1 respectively, as shown in Fig. 2.

Fig. 2. DRAM side and covert channel attacks.

2) Channel Capacity: We denote the value sent by the
sender as X and the value received by the receiver as Y.

Assume the probability of X as follows:

p(x0) = p(X = 0) = p.

p(x1) = p(X = 1) = 1− p.

We can calculate the probability of Y as follows:

p(y0) = p(Y = 0) = p(x0) · (1− ξ) + p(x1) · µ
= p · (1− ξ) + (1− p) · µ

p(y1) = p(Y = 1) = p(x0) · ξ + p(x1) · (1− µ)

= p · ξ + (1− p) · (1− µ)

Following Shannon’s theorem [14], the entropy of Y is:

H(Y ) = −
∑
j

p(yj) · log
p(yj)
2

1Except for SGX side channels, e.g., the one discussed in our paper.

The conditional entropy of (Y |X) is as follows:

H(Y |X) = −
∑
i,j

p(xi) · p(yj |xi) · log
p(yj |xi)
2

= −{p · (1− ξ) · log1−ξ
2 +p · ξ · logξ2

+ (1− p) · µ · logµ2 +(1− p) · (1− µ) · log1−µ
2 }

Therefore, the mutual information of (X,Y ) is as follows:
I(Y |X) = H(Y )−H(Y |X)

Further, the channel capacity is as follows:
C = max

p
I(Y |X) (1)

We could infer that, when the error rates ξ and µ reach
0.5, the channel capacity becomes 0, i.e., no information can
be reliably transmitted. When the error rates reach 0, the
channel capacity could reach its maximum value. In practice,
the communication parties will try to reduce the error rates.

3) Error Rate Calculation: In previous studies, covert
channels have been commonly modeled as binary symmetric
channels (BSC) [15]. In other words, the error rates of wrongly
transmitting 0 and 1 in the channel are equal. However, these
two error rates in DRAM-based channels are different.

Error rate ξ in covert channels (sending 0 but reading
1). As shown in Fig. 1, in a covert channel, the receiver
will repeatedly probe a row being monitored and measure
the access time. To transmit a bit 0, the sender will suspend
affecting the shared row buffer in the DRAM bank. The
receiver will read a 0 since the estimated access time is low.

However, if someone else accesses a row (different from the
row being monitored) in this DRAM bank during the probing
period, the shared row buffer will become dirty. As a result,
the receiver will read a 1 since the estimated access time is
high, i.e., a transmission error.

Assuming the receiver’s probing time interval is ∆t, and the
probability of the DRAM bank being accessed in each unit of
time is qt1 , qt2 , ..., qt∆t

, and the number of rows in the bank
is N (N ≥ 214 for almost all DRAMs). Then, the error rate
ξ, i.e., the probability that someone accesses the shared row
buffer during the time interval ∆t, is as follows:

ξ(∆t) =
N − 1

N
(1−

∆t∏
i=1

(1− qti))

≈ 1− (1− qt)∆t.

where qt represents the distribution of qt1 , ..., qt∆t
. So, the

error rate ξ rapidly increases with the time interval ∆t.
Error rate µ in covert channels (sending 1 but reading 0).

Similarly, we could infer that, if someone else access the same
row as the one being monitored during the probing period, the
receiver will wrongly get a bit 0 when a bit 1 is sent.

Then, the error rate µ, i.e., the probability that someone
accesses the same row during the probing period, is as follows:

µ(∆t) =
1

N
(1−

∆t∏
i=1

(1− qti))

≈ 1

N
(1− (1− qt)∆t) ≈ 0.



So, µ is always maintained at approximately 0. Therefore, the
channel capacity C approaches to 0 along with the increase
of the time interval ∆t.

Error rates in side channels. Similarly, we could infer that,
(1) the error rate ξ in side channels equals to the error rate
µ in covert channel, and (2) the error rate µ in side channels
equals to the error rate ξ in covert channel. The error rates
also rapidly increase with the probing time interval.

4) High Cache Misses of DRAM-based Channels: Since the
DRAM-based channels’ error rates increase rapidly with the
probing time interval, so in practice the attackers will reduce
the probing time interval ∆t to reduce transmission errors.
However, the DRAM probing process has to evict the cache
and causes cache miss, in order to measure the DRAM access
time in each probing period. So, a shorter probing period will
yield higher cache misses.

In our experiments, we notice that attackers cannot reliably
obtain any useful information if the probing time interval ∆t
is greater than 1k CPU cycles. So, in practice, the probing
time interval will be lower than 1K CPU cycles. Therefore,
assuming the CPU frequency is at least 800 MHz, this attack
will cause at least 800k cache misses in a second. Existing
solutions could utilize this high cache miss feature to detect
such channels.

III. EXISTING SOLUTION AND DRAWBACKS

A. Existing Detection Techniques

Existing detection techniques [1], [4], [12] rely on two
common features of DRAM-based channels, i.e., high cache
miss and high bank locality, to detect the existence of such
channels.

1) High cache miss feature: As show in Sec. II-D, suc-
cessful DRAM attack relies on repetitively accessing a few
aggressor DRAM rows within a short time. Existing detec-
tion techniques make the observation that this fundamentally
requires accesses to the aggressor rows to miss on all cache
levels. This reveals two identifying characteristics of DRAM
attack: high cache miss rate and high spatial locality of DRAM
row accesses. This is in contrast to general memory access
patterns where high locality results in high cache hit rates.
As such it is straightforward to discriminate between DRAM
attacks and non-malicious programs by looking at DRAM
access patterns and rate.

2) High bank locality feature: Another property of DRAM
attacks is high bank locality. A DRAM usually contains many
banks, e.g., a DDR4 DRAM is composed of 32 banks [1].
In DRAM attacks, attackers need to repeatedly access only a
few target DRAM banks, while non-malicious programs will
access many banks due to Intel’s well-designed DRAM ad-
dressing algorithm [11]. Therefore, this bank locality property
can be used to discriminate between DRAM attacks and non-
malicious programs.

B. Breaking Current Detection Techniques

In this subsection, we show that these techniques are in-
sufficient to guarantee protection from DRAM attacks. First,

we show an SGX-based DRAM attack abusing the SGX
protection features to conceal both high cache miss and high
bank locality features. Second, we present a one-row DRAM
attack, a new type of DRAM attack, to further relax certain
attack conditions.

1) SGX-based attacks: SGX runs in a secure, trusted envi-
ronment with hardware isolation, where even the OS cannot
access its memory. According to Intel, SGX enclave activity is
not visible in the thread-specific performance counters [4] [16].
Therefore, SGX-based attacks can conceal both high cache
miss and high bank locality features, and hence defeat existing
detection approaches.

Successful SGX-based DRAM attacks require two primi-
tives: a high-resolution timer to distinguish row buffer hits and
misses, and a method to generate a set of addresses that map to
target DRAM rows. For the high-resolution timer, on SGX2
[13], rdtsc is available within enclaves. On SGX1 [13], [4]
demonstrated that accurate timing can be obtained by using
counting threads, and [17] mirrored rdtsc into the enclave.
Our experiments with both approaches show that we can use
either technique to obtain sufficiently accurate timing inside
the enclaves. Therefore, we focus on the method of generating
the address sets. As shown in Fig. 3, enclaves occupy a piece
of reserved DRAM, EPC, that does not share a bank with
other DRAM. To launch DRAM attacks on all DRAM banks,
we generate two address sets: one application address set
mapping to all no-EPC banks using a traditional technique
[1] and one enclave address set mapping to all EPC banks
using the methods in [4]. According to [13], an enclave can
access addresses out of EPC but in the same application, and
we have verified that the access possesses the same hidden
features as accesses to EPC addresses.

Fig. 3. An enclave’s address map [13].

2) One-row attacks: As we have shown, existing DRAM
side channel attacks need to allocate at least two memory
blocks that map to the same DRAM bank, with one sharing
the same DRAM row with a victim address and the other
mapped to a different row on the same bank. To further relax
the attack conditions, we introduce a new attack primitive,
denoted as one-row DRAM attack. Modern systems employ
sophisticated memory controller policies, preemptively closing
rows earlier than necessary to optimize performance [18]–[20].
We conjecture that this policy creates a previously unknown
DRAM effect, which we exploit with a one-row DRAM attack.



As shown in Fig. 4, with a one-row DRAM attack, the
attacker simply runs a Flush+Reload loop on a single memory
address (a). This will continuously reopen the same DRAM
row, whenever the memory controller closes the row. If the
victim address (v) is not accessed, the attacker always has a
row buffer miss with a longer access time, while the victim
address (v) is accessed, the attacker will obtain a row buffer hit
with a shorter access time. Therefore, a one-row DRAM side
channel attack is successful. In addition, a one-row DRAM
covert channel attack can also be successful using a similar
method.

One-row side channel One-row covert channel
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Fig. 4. A one-row DRAM attacker only needs one address sharing the same
DRAM row with a victim (sender) address

3) Attack Implementations: To fully demonstrate the attack
effect, we implemented four types of DRAM attacks: a tradi-
tional multi-row non-SGX attack, a one-row non-SGX attack,
a multi-row SGX-based attack and a one-row SGX-based
attack. For each type of attack, we implemented DRAM side
and covert channel attacks. We implemented the attacks on an
Ubuntu-based server with two Intel core i7-9700k processor
(Coffee Lake) with an 8 GB DDR4 DRAM modules.

Table I shows the performances of the four types of DRAM
attacks. We use the attack accuracy (i.e., successfully transmit-
ting the secret value) of 1000 accesses to a victim address to
measure side channel attacks, and use the channel capacity to
measure covert channel attacks. As shown in the table, our
SGX-based attack achieves similar attack performances to ex-
isting non-SGX attacks, but is harder to be detected. Although
the attack performance of the one-row attack is slightly worse
than traditional multi-row attacks, it still presents a severe
threat.

TABLE I
DRAM ATTACK EFFECT OF FOUR TYPES OF DRAM ATTACKS.

Attack technique Side channel Covert channel Stealthy(Accuracy) (Capacity)
Multi-row without SGX 81% 40 kbps ×
One-row without SGX 72% 12 kbps ×
Multi-row with SGX 79% 40 kbps X
One-row with SGX 71% 13 kbps X

IV. OUR SOLUTION DRAMD

In this section, we present a software-based solution
DRAMD, to detect both traditional DRAM side and covert
channel attacks and the advanced SGX-based DRAM attacks.

DRAMD monitors several hardware performance counters,
learns different applications’ patterns, and builds a Convo-
lutional Neural Network (CNN) to detect stealthy channels
in SGX. Although the hardware performance counters cannot
reveal anything inside SGX, our solution still works since SGX
relies on the OS and unwillingly leaks information.

In this section, we first discuss how the information in
SGX leaks to the OS, then presents how DRAMD monitors
applications for detecting attacks at runtime, and then presents
the detail design of our neural network based detection method
used to detect SGX-based DRAM attacks.

A. Information Leak in SGX

Although the OS and the hardware (including performance
counters) cannot directly reveal information of SGX, we figure
out SGX still indirectly leaks information to the OS.

1) SGX process scheduling: In modern multitasking pro-
cessors, multiple processes often need to share time slices of
the same CPU core, which requires the OS to schedule these
processes [21]. Linux process scheduling is based on the time
sharing and process preemption technique, in which the CPU
time is divided into slices, one for each runnable process. If
a currently running process is not terminated when its time
slice expires, or a process with a higher dynamic priority is
ready, a process switch may occur. Linux process scheduling
relies on timer interrupts without the help of processes being
scheduled. No additional code need to be inserted into the
programs/processes to perform process scheduling [22], [23].

However, SGX-enabled processors use the same process
scheduling policy as normal processors, and the SGX process
is still scheduled by the OS [13]. This is the root cause of
SGX information leakage discussed in this paper.

2) Leaking via Process Scheduling: During process
scheduling, the core running the SGX processes needs to
interact with the OS with some necessary information, which
eventually reveals actions inside the SGX. More specifically,
the running core needs to periodically report the status infor-
mation necessary for process scheduling to the OS. These sta-
tus information are actually depending on the core’s operations
(i.e., the SGX application code). So, we could retrieve certain
information by analyzing the status information. Specifically,
when sending and receiving process scheduling information
to and from the OS, CPU cores running different SGX
applications have different visible interaction patterns, which
can be used to identify actions inside the SGX.

3) Example: As shown in Fig. 5, three groups of operations
within SGX, e.g., no memory access, memory access with
cache hit and memory access with cache miss, cause different
times of invocations to the system function update curr(),
making them detectable. In the Linux scheduling strategy, the
periodic scheduler is started periodically during the execution
of a process, and invokes update curr() function to update



some related data. Since memory access with cache hit is
faster than memory access with cache miss, the former will
release the CPU more frequently than the latter, causing more
invocations to update curr(). In this way, we could infer
certain information of the SGX application internals.

no memory access cache hit cache miss
0

2000

4000

6000

Fig. 5. The number of accesses to the update curr() function in 30 seconds
for three SGX with different operations: no memory access, memory access
with cache hit and memory access with cache miss.

B. Overview

Fig. 6. Architecture overview of DRAMD.

Fig. 6 shows the architecture of DRAMD and the workflow
for detecting DRAM attacks. For completeness, we designed
DRAMD to detect both traditional non-SGX DRAM attacks
and SGX-based DRAM attacks. The only features used by
DRAMD are hardware event values read from the hardware
performance counters available in commercial processors.

We implement DRAMD as a group of services in the host
OS kernel. DRAMD consists of two modules, each running
on a dedicated core. The Attacker Monitor is responsible for
collecting cache activities of non-SGX apps, therein using the
high cache miss feature to detect traditional DRAM attacks,
and collecting another 4 runtime events of SGX applications:
cache misses (the number of cache misses), branches (the
number of branches executed), instructions (the number of
instructions executed) and branch misses (the number of
branch prediction failures). These 4 runtime events will be fed
to the CNN Detector to learn and detect SGX-based DRAM
attacks using our neural network based classifier.

C. Performance Events Monitoring

At runtime, DRAMD keeps monitoring both non-SGX
and SGX applications using hardware performance counters.

Specifically, DRAMD monitors all non-SGX applications run-
ning on a server to detect non-SGX DRAM attacks using
the high cache miss feature. Meanwhile, DRAMD monitors
all SGX applications running on the server to collect their
interaction patterns with the OS, and uses a neural network
based method to detect SGX-based DRAM attacks.

Fig. 6 shows the workflow of DRAMD. Details of each step
are described as follows:

Step 1: Monitoring cache activities of non-SGX apps.
This step occurs at runtime. The Attacker Monitor exploits
the performance counters to monitor all non-SGX apps si-
multaneously. The Attacker Monitor determines whether it is
a non-SGX app by checking whether the CPU is in enclave
mode. One challenge is that there are no enough performance
counters available on the servers to monitor all non-SGX
applications, since most Intel and AMD processors support
up to six counters, and the number of counters does not scale
with the number of cores. Thus, when there are many non-
SGX apps on the server, the Attacker Monitor cannot monitor
them concurrently.

To solve this problem, we use a time-domain multiplexing
method: the Attacker Monitor identifies active CPU that runs
non-SGX apps and then measures each of them in turn. If one
CPU has a high cache miss, the Attacker Monitor will flag an
alarm.

Step 2: Monitoring 4 runtime events of SGX apps. This
step occurs concurrently with Step 1. The Attacker Monitor
exploits performance counters to monitor all SGX apps si-
multaneously. It periodically (e.g., every 1 ms) records the
4 event counts (cache misses, branches executed, instructions
executed and branch misses) which will be fed to the CNN
Detector.

The Attacker Monitor still determines whether it is an SGX
app by checking whether the CPU is in enclave mode. In
addition, we also use the time-domain multiplexing method in
Step 1 to solve the challenge of insufficiency of performance
counters available on the server to monitor many SGX apps.

Step 3: Detecting SGX-based DRAM attacks. This step
occurs at runtime. The CNN Detector periodically receives the
4 event counts and regards each 1000 events as one sample
(the effect of the number of events in a single sample on the
detection effect will be evaluated in the evaluation section). It
continues detecting the most recent data sample, and will flag
an alarm if an attack is detected.

D. Neural Network based Detection

DRAMD uses a neural network classifier to detect SGX-
based attacks. Features and classifiers directly determine the
detection effect of neural networks, hence we need to select
a proper hardware performance feature and design a suitable
neural network classifier.

1) Feature Selection: We choose 4 hardware events (cache
misses, branches executed, instructions executed and branch
misses) as the final features. This is because the interaction
patterns with OS, used for attack detection are characterized



by the cache miss count, the branch executed count, the in-
struction executed count and the branch miss count, measured
by the performance counters.

As shown in the previous subsection, there are hundreds of
functions in the OS that are responsible for process scheduling,
and SGX actions can be identified by the number distribution
of OS process scheduling functions invoked when the SGX
application is being scheduled. However, we have no way to
record the number of OS process scheduling functions invoked
by a certain SGX. Fortunately, DRAMD only needs to know
the relative number of invokes to these functions, which can
be inferred by the number of cache misses, branches executed,
instructions executed or branch misses. These events will be
generated when these OS functions are executing, and be
recorded in the hardware performance counters. To improve
the detection accuracy, we combined all these 4 hardware
events for the neural network to make decisions.

2) CNN Classifier: We choose CNN as the final classifier.
CNN is a branch of machine learning, which has been proved
very effective for signal recognition tasks such as speech
transcription, image segmentation, image classification, and
many others [24]. CNNs are good at capturing high-level
concepts that are easy for humans to agree on but hard
to express formally. In our case, we use CNNs to capture
interaction patterns of SGX process and OS for a given SGX
action, even in the presence of some variations among these
actions.

Fig. 7. Our CNN architecture. The input has 4 layers denoting the 4 hardware
events (cache misses, branches executed, instructions executed and branch
misses). k×n denotes the number of OS process scheduling functions, which
is 864 in our CNN classifier.

We use CNNs with two convolution layers, one max pooling
layer, and one dense layer (Fig. 7). We train them using an
Adam [25] optimizer on batches of 64 samples, with the
categorical cross-entropy as the error function. The classifier
is constructed using TensorFlow with the Keras front end.
The CNN input is the number distribution of 1000 hardware
events in OS process scheduling functions, and each 1000
events is regarded as one sample. The CNN output indicates
whether a sample is a DRAM attack. We use supervised
training on a corpus that consists of DRAM attacks and some
normal actions, labeled with their correct class. The selection
of normal actions and the generation of labeled training data
will be discussed in Sec. V.

V. EVALUATION

In this section, we evaluate the security and performance of
DRAMD to validate its design and implementation.

A. Setup

We use a Coffee Lake server with a 3.6-GHz Intel Core
i7-9700k CPU. The processor contains 8 physical cores (hy-
perthreading is not supported) sharing a 12-MB LLC. Each
core has a 32-KB L1 data and instruction cache, and a 256-
KB L2 unified cache. The server is equipped with two 8 GB
DDR4-2400 DIMMs. We used the latest official Intel SGX
lib (Version 2.6), driver (Version 2.5) and SDK (Version 2.6)
[26].

We implemented DRAMD as a kernel service with ∼2000
lines of code in the Linux kernel 4.15.0-39-generic running
Ubuntu 16.04.3 TLS.

B. Security Evaluation

1) Classification Accuacy of SGX Application Behaviors:
We first show that our CNN classifier can accurately identify
different actions in SGX. As shown in Sec. IV, we used 4
hardware events (cache misses, branches executed, instructions
executed and branch misses) as the feature. We use the SGX-
based DRAM attack (action with high cache miss), including
multi-row attack and one-row attack, and 7 common normal
actions as classification targets: normal memory access (action
with high cache hit), RSA, ECC, AES, DES, MD5 and
SHA512 actions.

Dataset. To collect the dataset, an SGX occupying a
dedicated core performs a target action and the DRAMD
occupying another dedicated core records the 4 hardware
events. Since our classifier essentially takes advantage of the
statistics of these events, a sample should contain enough
events to cover most OS process scheduling functions. We
explored the effect of changing the number of events in a
single sample on the detection accuracy. We chose three types
of samples with different numbers of events, i.e., 500, 1000
and 2000 events, and generated all datasets three times.

a) Training dataset: We first generated training data for
each action in SGX. An SGX continues running an action
until the DRAMD collects enough samples. We collected 1000
training samples for each target action in SGX.

b) Test dataset: We used the same method to collect the
test data, and we collected 500 test samples for each target
action in SGX.

Result. We consider the identification of an action in SGX
as a multi-classification and measure its confusion matrix.
Fig. 8 shows the results of 8 trained classes under three types
of samples with different numbers of events. From this figure,
we can see that 1000 events and 2000 events give better
accuracy than 500 events: our classifier can achieve more
than 94% accuracy for all classes, and there are very few
false positives. For 500 events, normal memory access, RSA,
ECC and AES actions can be identified with high accuracy,
whereas other actions cannot be differentiated from each other
with reasonable false positive and false negative rates. This is



because the 500 events cannot capture sufficient information
to cover most OS process scheduling functions.

The optimal number of events in a sample depends on
how an SGX core invokes OS process scheduling functions.
If the sampling time for a single sample (the time required
to collect a certain number of events) is much longer than
the time for invoking most functions, the sample will contain
more data points, thus yielding more accurate results. In our
experiments, a sample with 1000 events (taking approximately
5 s to collect), the default setting in DRAMD, can cover most
OS process scheduling functions, providing good results for
all eight classes.

(a) The sample of 500 events (b) The sample of 1000 events

(c) The sample of 2000 events
Fig. 8. Confusion matrix of 8 target actions. 0:DRAM attack, 1:normal
memory access, 2:RSA, 3:ECC, 4:AES, 5:DES, 6:MD5, 7:SHA512.

2) SGX-based DRAM Attack Detection Accuracy: Since the
detection accuracy of traditional non-SGX DRAM attacks has
been demonstrated in [12], we only measure the detection
accuracy of SGX-based DRAM attacks using the 4 hardware
events as the feature.

We considered the detection of an SGX-based DRAM attack
as a binary classification, and we measured its true positive
rate and false positive rate in addition to the precision and
recall. We used the same 8 target actions in SGX as in the
previous subsection. DRAMD first generates training data for
the SGX-based DRAM attack and normal actions (the other
7 actions). We use the same method to generate a training
dataset to train our classifier except that here we regard actions
other than DRAM attacks as the “normal action” class. In
the detection phase, an SGX occupying a dedicated core runs
all types of DRAM attacks (side and covert channels, and
multi-row attacks and one-row attacks). 4 SGX occupying 4
other dedicated cores randomly run normal actions, including
untrained actions. Meanwhile DRAMD occupying another

dedicated core detects the attacks. We repeated the experiment
100 times and measured the number of true positives and false
positives under different thresholds. We plot the receiver op-
erating characteristic (ROC) and precision-recall (PR) curves
to show the relations between the true positive rate and false
positive rate, and those between the precision and recall.

We also tested the three types of samples with different
numbers of events. Fig. 9 shows the results of detecting SGX-
based DRAM attacks under the three types of samples. From
this figure, we can see that 1000 events and 2000 events give
better accuracy than 500 events: DRAMD can achieve a true
positive rate close to 100 % with a zero false positive rate. For
500 events, the attacks cannot be differentiated from normal
actions with reasonable false positive and false negative rates.
This further validates the conclusions in our previous section.

(a) ROC (b) PR
Fig. 9. PR and ROC curves of SGX-based DRAM attack detection.

C. Performance Evaluation

Our intent was to test the performance penalty to the host
due to DRAMD with the default settings in a high-load system.
We used 20 SPEC CPU 2017 benchmarks (the full SPEC
2017) [27] and 13 PARSEC benchmarks (the full PARSEC)
[28] for a performance evaluation. We launched 8 dockers on
the machine, which acted as real applications, each using one
of eight cloud applications from CloudSuite [29] (data ana-
lytics, data caching, data serving, graph analytics, in-memory
analytics, media streaming, web searching and web serving).
We show the normalized run time for each benchmark in
Fig. 10 (the results averaged over 10 runs). Note that most
benchmarks are unaffected (with results of approximately 1).
Some benchmarks are affected, therein becoming slower (with
results greater than 1). In summary, the results suggest that
DRAMD has little impact on the performance of benign
applications; and even in the worst case, the performance
overhead is less than 5%.

VI. RELATED WORK

A. Hardware Side and Covert Channels

Attacks exploiting hardware sharing can be grouped into
two categories. In side channel attacks, an attacker spies on a
victim and extracts sensitive information such as cryptographic
keys [30], [31]. In covert channel attacks, the sender and
receiver bypass conventional security mechanisms, allowing
unmonitored communications between two unconcerned enti-
ties [32], [33].
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Fig. 10. Performance of different benchmarks. The x-axis shows the benchmarks, and the y-axis shows the normalized run time of each benchmark, which
is the ratio of the time during which DRAMD is enabled to the time during which DRAMD is disabled.

1) DRAM attacks: [1] found a new attack vector that
targets the row buffer in DRAM modules. While accesses
to this buffer are fast, accesses to other memory locations
in DRAM are much slower. This timing difference can be
exploited to obtain fine-grained information across virtual
machine boundaries. [4] exploits the DRAM row buffer timing
differences to recover an eviction cache set from a virtual
address without relying on large pages in the SGX enclave.
[17] implements the attack in the SGX enclave to extract
sensitive information in a cross-enclave environment.

2) Cache attacks: Side and covert channels using the CPU
cache exploit the fact that cache hits are faster than cache
misses. The methods Prime+Probe [3], [34] and Flush+Reload
[35] (along with its variant, Flush+Flush [36]) have been
presented to build either side or covert channels. Attacks
targeting the last-level cache are cross-core attacks but require
the sender and receiver to operate on the same physical
CPU. [35] presented the first LLC side channel attacks using
Flush+Reload. [3] introduced an effective implementation of
the Prime+Probe-based side channel attack against the LLC.
[36] demonstrated a stealthy LLC attack using Flush+Flush.

3) SGX attacks: Various micro-architectural side and covert
channel attacks have been demonstrated on SGX, including
CPU cache attacks [37], [38], BTB attacks [39], page-table
attacks [40], and cache-DRAM attacks [17].

B. Countermeasure

This paper is the first work dedicated to detect DRAM chan-
nels. Only a few straightforward methods for detecting non-
SGX DRAM attacks have been presented in previous work
and only as a minor aspect. Most existing countermeasures
focus only on cache channels and SGX channels.

1) Cache channel defenses: Existing cache countermea-
sures can be categorized into hardware- and software-based
solutions. Hardware-based solutions focus on new cache de-
signs, such as partitioned caches [5], randomized/remapping
caches [41], [42], and line-locking caches [6], [7]. Software-
based solutions can be divided into three categories: detection
countermeasures [8], [9], neutralization countermeasures [10],
and elimination countermeasures [43], [44].

2) SGX channel defenses: Most known defenses are de-
signed specifically toward page-fault side channel attacks.
[45] proposed a compiler-based approach to transform cryp-
tographic programs to hide page access patterns that may

leak information. [46] proposed T-SGX, which exploits Intel’s
transactional synchronization extensions (TSX), to prevent
page faults from revealing the faulting address. [47] proposed
a secure enclave architecture that is similar to SGX but that
is resilient to both page-fault and cache side channel attacks.

VII. CONCLUSION

DRAM side and covert channel attacks pose severe threats
to system security. In this paper, our findings are two-fold.
First, we demonstrate that existing detection techniques based
on high cache miss and high bank locality features cannot
detect SGX-based DRAM attacks. We also present one-row
DRAM attack, a new type of DRAM attack, to relax certain
attack conditions. Second, we design DRAMD, a software
system to detect both traditional non-SGX DRAM attacks and
SGX-based DRAM attacks. DRAMD leverages the existing
hardware performance counters to capture the high cache miss
features of non-SGX attacks, and to track OS functions that
are responsible for SGX process scheduling to detect DRAM
attack activity concealing in SGX. DRAMD is designed as
a lightweight service in the OS kernel and does not require
any new hardware, OS, or application modifications. The fea-
sibility of DRAMD is validated by our implementation on the
Ubuntu 16.04 OS kernel. Our evaluation shows that DRAMD
can effectively detect DRAM attacks while simultaneously
introducing little overhead to benign applications.
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